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“A SERVIDAO TECNOLOGICA: ENTRE O DETERMINISMO E O IMPERATIVO
TECNOLOGICOS E A PERDA DA IMAGINAGAO EXISTENCIAL”

1- Introdugdo

Desde o dominio do fogo e das ferramentas liticas, a técnica foi vista como
extensao das capacidades humanas, permitindo dominar ambientes e transformar
condicdes de vida (Ellul, 1954). Com o tempo, o acumulo de artefatos e sistemas
técnicos consolidou a técnica como estrutura autdbnoma, condicionando nao
apenas 0s meios, mas também os fins humanos (Winner, 1977). A passagem do
homo faber ao homo technologicus (Postman, 1993) ocorreu em meio a
resisténcias, mas foi acompanhada por transformacdes sociais profundas, tornando
a técnica vetor inevitavel de progresso e reorganizacdo da vida.

Na contemporaneidade, algoritmos influenciam desde o consumo até
politicas publicas, dispositivos biométricos monitoram corpos e plataformas

! Mestre (CEFET-RJ) em Engenharia Elétrica nas subareas de Sistemas Eletronicos Industriais e Inteligéncia
Artificial, especialista em Analise do Ambiente Eletromagnético (ITA), bacharel (UERJ) em Engenharia Elétrica
com énfase em Sistemas Eletronicos, e técnico (CEFET-RJ) em Eletrotécnica. Oficial Superior do Corpo de
Engenheiros da Marinha do Brasil (MB), no posto de Capitdo de Mar e Guerra (EN), atualmente ¢ aluno do Curso
de Politica e Estratégia Maritimas (C-PEM) 2025, da Escola de Guerra Naval (EGN).
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educacionais padronizam praticas pedagdgicas (Silva; Gretschischkin, 2024). Esse
cenario, intensificado pela Inteligéncia Artificial, exige reflexdo critica sobre a
técnica como destino, questionando os limites entre instrumento e imperativo,
liberdade e heteronomia, progresso e servidao.

Neste contexto, esse artigo examina a servidao tecnologica sob perspectiva
filosofica, integrando determinismo tecnologico, imperativo técnico e perda da
imaginacdo existencial. Com metodologia critica fundamentada em Jacques Ellul,
Langdon Winner, Hans Jonas e Andrew Feenberg, analisa-se como a técnica
transita de ferramenta a destino, moldando desejos, praticas e estruturas de poder
e apresenta, ao fim, uma sintese contextual com propostas de saidas para essa
encruzilhada tecnoldgica.

2. Determinismo Tecnoldgico — Autonomia e critica

2.1 Raizes Tedricas

O determinismo tecnoldgico sustenta que a tecnologia, longe de ser apenas
um conjunto de ferramentas neutras, exerce influéncia determinante sobre a
estrutura social e os valores culturais (Winner, 1986). Essa visdo rompe com a
perspectiva instrumental, propondo que a técnica assume logica propria,
reorganizando instituicGes e comportamentos de forma autébnoma.

Para Jacques Ellul (1954), a técnica ndo é apenas um conjunto de métodos
isolados, mas um sistema integrado que se expande independentemente de
valores éticos ou sociais, impondo a eficiéncia como critério supremo. Cada
inovacao cria condi¢cdes para a proxima, gerando um processo de racionalizacao
gue escapa ao controle humano e molda a sociedade que a originou.

Langdon Winner (1977) complementa que os artefatos possuem politica,
podendo incorporar formas de poder e autoridade. Ele exemplifica com as pontes
de Long Island, projetadas com altura limitada para restringir 6nibus e dificultar o
acesso de pessoas sem carro as praias, mostrando como escolhas técnicas
cristalizam relacdes de poder no espaco urbano (Figura 1). Assim, sistemas técnicos
ndao apenas moldam comportamentos, mas estruturam possibilidades de acdo
social, definindo quem pode fazer o qué e de que maneira.
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Figura 1 — Limitacdo de altura das pontes de Nova York.

Fonte: CPT-Thunderpants (2024).

A critica de Winner (1986) também revela que a tecnologia frequentemente
encarna valores de seus projetistas, tornando-se, assim, vetor de poder silencioso
qgue estrutura a sociedade segundo determinadas normas de producao, circulacao
e controle. Esse carater politico dos artefatos é particularmente visivel em sistemas
de larga escala, como redes elétricas, sistemas de transporte ou infraestruturas
digitais, que condicionam as interacdes sociais e reforcam hierarquias previamente
existentes ou criam novas assimetrias de poder, conforme os exemplos da Tabela 1.

Tabela 1 — Artefatos Tecnoldgicos e seu Carater Politico:
Condicionamento Social e Hierarquias

Controle de | Quem tem ou ndo
acesso a credenciais/meios Alto Winner (1980)
espacos de pagamento

Torniquetes e
catracas
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" Hierarquia Nivel de
Artefato Fungao 8 . A
. s Reforgadaou |Condicionam| Referéncia
Tecnoldgico Politica i :
Criada ento Social
Vigilancia e
Sistemas de , & . Poder de vigilancia
_ ) dissuasao de Foucault
videomonitoram combortamento de poucos sobre Alto (1987)
ento (CCTV) P ; muitos
Plataformas de Modulacdo de |Influenciadores vs.
. visibilidade e |usuarios; empresas Alto Zuboff (2019)
redes sociais . .
engajamento VS. Usuarios
Reldgios de Controle de Foucault
g Chefia e
ponto tempo e . (1987);
. . supervisores vs. Alto
biométricos/sen| produtividade trabalhadores Feenberg
sores no trabalho (2002)
Definicdo de
Sistemas de acesso ao  |Bancos/fintechs vs.
- . / . Alto Zuboff (2019)
crédito (scoring)| consumo e consumidores
crédito
Selecao
ATS (filtros de Empresas vs.
( , automatizada P , Médio Zuboff (2019)
curriculos) , candidatos
de candidatos
Estado/forcas
Tecnologias de o armadas e .
) . |Poder coercitivo . Gilli; Gilli
armas (inclusive , . auxiliares vs. Alto
e dissuasao . (2015)
drones) populacdo ou
agentes adversos
, Automobilistas vs.
Semaforos .
o Regulacdo de | pedestres; quem o ,
inteligentes/can N Médio Winner(1980)
fluxos urbanos |[paga vs. quem nao
celas
paga
Controle de Segregacao
cesso em o gacigal ¢ or Moradores vs. ndo Alto Winner (1980);
.. P P moradores Latour (1991)
condominios renda
Sistemas Definicdao de Corporacdes de Alto Zuboff (2019);
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" Hierarquia Nivel de
Artefato Fungao 8 . A
. s Reforgadaou |Condicionam| Referéncia
Tecnoldgico Politica i :
Criada ento Social
operacionais de| interacdaoe tecnologia vs. Manovich
smartphones | dependéncia usuarios (2001)
tecnologica
Infraestruturas | Controle de . .
Tl/administracdo o
deTI acesso a dados Médio Latour (1991)
) _ vs. colaboradores
corporativas e sistemas
IA de vigilancia e|Rastreamento e Estado ou
gt g Zuboff (2019);
reconhecimento| controle de corporacdes vs. Alto
. . . s Ellul(1954)
facial movimentacdes cidadaos
Modulacdo de
Apps de entrega ¢ Plataformas vs.
e oferta e
(“delivery”) e . trabalhadores Alto Zuboff (2019)
condicdes de )
transporte autbnomos
trabalho
Blockchain e
Contratos Automacdo de |Desenvolvedores/n Feenberg
inteligentes transacdes e | odes majoritarios Médio (2002); Latour
(“smart contratos VS. Usuarios (1991)
contracts”)

Fonte: Elaborado pelo autor com apoio de OpenAl ChatGPT, com base em Ellul
(1954), Winner (1980), Foucault (1987), Gilli e Gilli (2015), Latour (1991),
Manovich (2001), Feenberg (2002), Zuboff (2019).

Além de Ellul e Winner, Hans Jonas (2006) destaca que a técnica modifica
profundamente a relacdo do ser humano com a natureza e o futuro, impondo
responsabilidades inéditas que a ética tradicional ndo abarca. O carater irreversivel
de muitas inovagdes e seus impactos em geracgOes futuras ampliam o poder
humano e, ao mesmo tempo, a servidao a técnica, pois cada inovagao cria novas
dependéncias estruturais. A Figura 2 ilustra esse impacto com o exemplo do antigo
afiador de facas das ruas do suburbio do Rio de Janeiro, hoje quase inexistente
devido ao automatismo tecnoldgico.
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Figura 2 — O antigo afiador de facas versus o amolador de
facas automatico.

ko

Fonte: EIaborado pelo autor, com base em RIO ANTIGO MEMORIAS (2017) e
Aliexpress (2025).

Assim, as raizes tedricas do determinismo tecnoldgico demonstram que a
técnica se apresenta como fator estruturante das sociedades contemporaneas,
transformando-se em matriz de poder, condicionando praticas e valores, e
colocando em questdo a capacidade de autodeterminacdao humana em um mundo
cada vez mais mediado pela logica técnica. Essa discussao fornece a base para
compreender como o determinismo tecnoldgico, longe de ser uma hipdtese
abstrata, se manifesta concretamente nas escolhas cotidianas, nos sistemas de
infraestrutura e nas relacdes de poder que atravessam a vida social.

2.2 Momentum Sociotécnico

O momentum sociotécnico, proposto por Thomas Hughes, descreve a fase em
que sistemas técnicos amadurecem, ganhando inércia propria e dificultando
mudancas em sua trajetoria (Webster, 2017). No inicio, tecnologias sdo mais
flexiveis, mas, ao se consolidarem, passam a estruturar praticas, leis e
comportamentos, criando resisténcias a rupturas. Um exemplo € o sistema elétrico,
que, ao ser implantado, estabelece padrdes de consumo e dependéncias que
tornam inviavel sua substituicdo sem custos sociais significativos (Feenberg, 2002).
Esse momentum é sociotécnico, envolvendo legislacdes, habitos e investimentos
publicos e privados que sustentam o sistema existente.
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Nas tecnologias digitais, manifesta-se em redes e protocolos, como a Internet
e padrdes de conectividade, dos quais individuos e instituicdes passam a depender,
criando vulnerabilidades e concentrando poder em poucas corporac¢des, limitando
alternativas fora das logicas de controle e vigilancia, mesmo havendo inovacdes
possiveis (Winner, 1986). Assim, o momentum sociotécnico reforca o
determinismo tecnolégico, ao dificultar a reversao de escolhas técnicas e
estabelecer padroes que moldam futuros e condicionam decisdes politicas,
transformando a técnica em estruturante da condigao social.

2.3 Caso Brasileiro: Eletrificacdo Rural

No Brasil, o processo de eletrificacao rural, intensificado a partir da década de
1970, constitui um exemplo concreto do determinismo e do momentum
sociotécnico em acao. A expansdo de redes elétricas para areas rurais foi
inicialmente concebida como instrumento de desenvolvimento econémico e
melhoria da qualidade de vida, sendo justificada como vetor de integracdo nacional
e modernizagdo do campo.

Contudo, a introducdo da eletricidade ndo apenas forneceu energia, mas
modificou habitos de trabalho, ampliou o consumo de bens duraveis, transformou
praticas agricolas e afetou estruturas familiares, evidenciando como uma
tecnologia pode reorganizar de forma estrutural a vida cotidiana (Cupani, 2018). A
televisdo, por exemplo, tornou-se elemento central de socializagdo em
comunidades antes isoladas, enquanto a mecanizacdo agricola substituiu praticas
manuais, alterando os ritmos de trabalho e aumentando a dependéncia de
insumos externos (Figura 3).

Figura 3 — A televisdo sendo vista pelo povo em uma praca.

Fonte: Paula (2020).
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Além disso, os investimentos em infraestrutura elétrica criaram dependéncias
financeiras e politicas que consolidaram o modelo energético centralizado,
tornando complexa a transicao para alternativas de energia renovavel distribuida,
mesmo quando desejavel do ponto de vista ambiental ou social. Esse caso revela
que a eletrificacdo rural, longe de ser uma simples “ferramenta neutra”, atuou
como elemento de transformacdo estrutural, condicionando escolhas futuras e
ilustrando a forca do determinismo tecnoldgico aliado ao momentum sociotécnico
no contexto brasileiro.

2.4 Algoritmos e Autonomia Contemporanea

Na contemporaneidade, algoritmos operam como sistemas de decisao
automatizados que afetam escolhas individuais e coletivas, tornando-se
mediadores invisiveis de praticas cotidianas (Berry, 2025). Plataformas digitais
utilizam algoritmos de recomendacdo para direcionar consumo cultural, decisdes
de compra e mesmo preferéncias politicas, produzindo perfis comportamentais a
partir de dados coletados em interacdes cotidianas (Figura 4).

Figura 4 — Sistemas de recomendacdo cruzam dados de

consumo de milhGes de usuarios para prever interesses e

moldar a experiéncia de navegacao nas redes.
T

Fonte: Santini (2025) apud Teera Konakan/Getty Images.

Essa mediagdo algoritmica desafia a autonomia individual, uma vez que as
opc¢Oes apresentadas aos usuarios sao resultado de filtros e classificacdes técnicas
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baseadas em modelos preditivos e interesses comerciais (Grumbach et al., 2024).
Nesse sentido, os algoritmos passam a atuar como mecanismos de heteronomia,
substituindo escolhas conscientes por selecdes automatizadas, enquanto os
proprios critérios de recomendagdo permanecem opacos para 0Ss Usuarios.

O uso de algoritmos em setores como saude, justica e seguranca publica
amplia o alcance do determinismo tecnoldgico, pois decisdes criticas sdo
influenciadas por sistemas que operam sob logicas técnicas de eficiéncia e precisao
estatistica, nem sempre alinhadas a principios de justica ou equidade. Esse
processo de “algoritmizacao” do cotidiano reforca dependéncias técnicas, limita
possibilidades de acdo e modifica as relacdes de poder, contribuindo para a
consolidacdo de uma sociedade governada por sistemas automaticos.

2.5 Contrapontos Dialéticos

Apesar da forca do determinismo tecnoldgico, autores como Andrew
Feenberg (2002) e Langdon Winner (1986) destacam que a tecnologia ndo deve ser
vista como um destino inescapavel. Feenberg propde a perspectiva de uma critica
técnica, que reconhece os sistemas técnicos como arenas de disputa, onde
decisdes politicas, econbmicas e sociais influenciam a configuracao das
tecnologias. Nesse sentido, os artefatos sdo maleaveis e podem ser projetados e
modificados para atender a valores sociais emancipatorios, em vez de apenas
reforcarem estruturas de dominacdo.

A democracia técnica e o design participativo sdo estratégias que podem
subverter o determinismo tecnolégico ao inserir valores éticos e sociais no
processo de desenvolvimento técnico, tornando as escolhas tecnoldgicas
transparentes e sujeitas a deliberacdo publica (Feenberg, 2002). O debate sobre
codigo aberto, por exemplo, constitui uma forma de resisténcia pratica, permitindo
que comunidades controlem e modifiguem sistemas técnicos, rompendo com a
opacidade e centralizacdao de poder tipicas de plataformas proprietarias.

Esses contrapontos dialéticos revelam que, embora o determinismo
tecnoldgico e o momentum sociotécnico condicionem fortemente a sociedade
contemporanea, existem espacos de contestacdo e transformacdo. Tais espacos
requerem, no entanto, uma consciéncia critica sobre o papel da técnica, bem como
a disposicdao de reorganizar instituicdes e praticas em torno de valores
democraticos, ambientais e éticos, subvertendo a logica da eficiéncia como critério
Unico de progresso.
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3. Imperativo Tecnoldgico — a moral da eficdcia

3.1 Fundamentos Filoséficos

O imperativo tecnoldgico sintetiza-se na maxima de que, se algo é
tecnicamente possivel e eficaz, entdo deve ser realizado (Jonas, 2006). Mais que
uma inclinacdo ao progresso, torna-se uma moral pratica que converte a
possibilidade técnica em obrigacdao, transformando a técnica em arbitra das
decisdes humanas, independentemente de critérios éticos ou politicos. Ao ampliar
o poder humano sobre a natureza, a técnica desloca os limites morais, invertendo a
ética tradicional: pergunta-se “é possivel?” em vez de “devemos?”. Assim, a
eficacia passa a substituir a justica e o bem-estar como parametros decisorios
(Jonas, 2006).

Jacques Ellul (1954) observa que o imperativo da eficiéncia técnica se impde
como critério absoluto, subordinando outros valores e promovendo a
homogeneizagao social, enquanto Langdon Winner (1986) complementa que essa
moral cria um “ambiente normativo” que favorece solugdes técnicas para
problemas sociais ou ambientais, mesmo quando estes decorrem de sistemas
insustentaveis.

Postman (1993) ressalta que o imperativo se manifesta como pressao cultural,
criando urgéncia pela adoc¢dao de inovacdes, sob risco de marginalizacao social e
laboral. A Figura 5 ilustra esta condicdo no Brasil, destacando a exclusdo digital no
acesso a Internet.
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Figura 5 — Acesso a internet no Brasil.
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Fonte: Everton (2025)

Essa moralidade técnica esta presente em diversas areas, como na
biotecnologia, onde avancos como a edicao genética por Repeticdes Palindromicas
Curtas Agrupadas e Regularmente Interespacadas (CRISPR)? s30 promovidos com o
argumento de eficiéncia e progresso, sem consideragdao proporcional sobre as
implicacBes éticas, sociais e intergeracionais. Também se verifica na educacgdo, com
a imposicdo de plataformas digitais e sistemas de supervisdo (“proctoring”)
automatizado, justificadas pela eficiéncia e controle, obscurecendo os debates
sobre autonomia, privacidade e qualidade educativa.

Portanto, os fundamentos filoséficos do imperativo tecnolédgico expdem que a
técnica, longe de ser neutra, se converte em norma pratica e moral,
redirecionando a reflexdo ética para o campo da eficacia e eficiéncia, enquanto
desloca consideracdes de justica, equidade e bem-estar para a periferia do debate.
Para superar esse imperativo, Jonas (2006) propde uma “ética da
responsabilidade”, que exige ponderacdo das consequéncias de longo prazo,
enfatizando a prudéncia como valor fundamental em um mundo “tecnificado”.

3.2 Vigilancia Algoritmica - Shenzhen
A cidade de Shenzhen, na China, tornou-se um dos laboratdrios globais da
aplicacdo do imperativo tecnoldgico no campo da vigilancia algoritmica. Sistemas

2 Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR) é uma tecnologia de edigdo genética que
permite modificar o DNA de forma precisa e direcionada (Barrangou, 2015).
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de cameras equipadas com reconhecimento facial e inteligéncia artificial
monitoram milhdes de cidaddos em tempo real, vinculando comportamentos
cotidianos a sistemas de pontuacdo social que classificam os individuos segundo
critérios de conformidade e confiabilidade social (Postman, 1993). Essa pratica é
justificada sob o argumento da eficiéncia na gestdo urbana, prevencao de crimes e
promocdo da seguranca publica, representando o imperativo técnico na sua forma
mais visivel (Figura 6).

Figura 6 — China amplia vigilancia com reconhecimento facial.

?.

Fonte: Valor Econdmico (2018).

Nesse contexto, a vigilancia deixa de ser uma ferramenta passiva de
observacdao para se converter em um dispositivo ativo de governo dos
comportamentos, condicionando as ac¢des dos cidaddos pelo temor de perder
pontos e privilégios em decorréncia de atitudes consideradas inadequadas ou
indesejaveis. A eficacia da tecnologia de monitoramento é alardeada como
justificativa ética suficiente para sua implementacdo, obscurecendo discussdes
sobre privacidade, liberdade individual e consentimento (Jonas, 2006).

Langdon Winner (1986) ressalta que esse tipo de arranjo tecnoldgico reforca
estruturas de poder, consolidando a técnica como meio de disciplinamento social,
enquanto a opacidade dos algoritmos de vigilancia impede que os cidaddos
compreendam os critérios pelos quais estdao sendo avaliados. Assim, o caso de
Shenzhen evidencia como o imperativo tecnoldgico se articula com regimes de
controle e disciplina, em que a eficiéncia do monitoramento legitima a intrusdo na

-12de 27 -



vida privada, transformando a cidade em um espaco de conformacdo algoritmica
do cotidiano.

3.3 Biogenética e CRISPR

O campo da biogenética, com a difusdo do CRISPR, exemplifica o imperativo
tecnoldgico ao transformar em pratica laboratorial possibilidades antes restritas a
ficcdo cientifica (Feenberg, 2002). Nesse processo, a viabilidade técnica torna-se
justificativa moral para aplicacdao, relegando os limites éticos da manipulacdo
genética em humanos, animais e plantas a segundo plano.

Hans Jonas (2006) alerta que intervir no cdodigo genético impde
responsabilidades inéditas, ja que os efeitos podem repercutir de forma irreversivel
em geracdes futuras e ecossistemas. Ainda assim, o imperativo da eficacia técnica
impulsiona o uso do CRISPR sob a promessa de progresso biomédico, sem
deliberacao publica adequada.

Pesquisas em embrides humanos para corrigir doencas ilustram essa
dindmica: apesar dos potenciais beneficios, os riscos de desigualdade genética,
eugenia e impactos ambientais raramente sdao debatidos antes da implementacao
(Figura 7). Assim, a técnica assume carater normativo, apresentando-se como
solucdo natural para problemas complexos, enquanto questdes de justica,
dignidade e precaucdao ambiental permanecem marginais (Winner, 1986).

Figura 7 — Logotipo do Il Congresso Internacional de Eugenia
de 1921.
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3.4 Plataformas Educacionais e “Proctoring”

O imperativo tecnoldgico manifesta-se também no campo da educacgao, por
meio da proliferacao de plataformas educacionais e sistemas de “proctoring”
automatizado, que alegam aumentar a eficiéncia no ensino e garantir a integridade
das avaliagbes. A promessa de escalabilidade, monitoramento constante e coleta
de dados para personalizacdo de aprendizado reforca a narrativa de que a adogao
dessas tecnologias é ndo apenas desejavel, mas necessaria (Postman, 1993).

Contudo, esses sistemas frequentemente introduzem mecanismos de
vigilancia nos espacos de aprendizagem, monitorando expressGes faciais,
movimentos oculares e sons ambientais durante avaliacdes, submetendo os
estudantes a praticas de controle invasivo. Essa ldégica é defendida como
moralmente legitima em nome da eficiéncia, deslocando questdes de privacidade,
autonomia e confianca para a periferia do debate.

Além disso, a padronizacao dos processos educacionais via plataformas tende
a homogeneizar praticas pedagodgicas, restringindo a autonomia de professores e
instituices ao impor métricas de produtividade e controle algoritmico do processo
de aprendizagem. Langdon Winner (1986) observa que tal imperativo técnico
redefine o campo educacional segundo os parametros da indUstria e da gestao
algoritmica, promovendo a conformacao das praticas educativas a légica de
mercado e vigilancia, ao invés de valores de formacao critica e emancipadora.

3.5 “Lock-in” e “Standards”

Um dos mecanismos mais sutis do imperativo tecnoldgico € o bloqueio (“lock-
in”) tecnoldgico, que ocorre quando padrdes técnicos e infraestruturas
consolidadas (“standards”) se tornam tdo integradas ao funcionamento da
sociedade que alternativas passam a ser invidveis ou economicamente proibitivas
(Feenberg, 2002). Standards técnicos, como protocolos de comunicacdo digital,
formatos de arquivos ou padrdes de conectividade, tornam-se a base invisivel que
estrutura praticas cotidianas, criando dependéncias que reforcam a hegemonia de
determinados atores econdmicos e tecnolégicos (Figura 8).
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Figura 8 — “Lock-in” e “Standards” tecnoldgicos.
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Fonte: Adaptado de Hanna (2023).

O “lock-in” nao ocorre apenas por imposicao direta, mas pelo acumulo de
praticas sociais e econdmicas que se moldam a esses padrdes, criando redes de
dependéncia que tornam a transicdo para alternativas técnicas ou éticas
extremamente custosa. Assim, o imperativo tecnoldgico se manifesta como uma
“nado-escolha”, onde a técnica se apresenta como Unico caminho pratico, enquanto
outras possibilidades sao descartadas pela forca do momentum sociotécnico.

Essa situacao consolida o poder de grandes corporacdes e plataformas
digitais, que controlam os standards e infraestruturas essenciais, limitando a
soberania tecnoldgica de estados e individuos. Como observa Ellul (1954), a técnica
impde sua logica de eficiéncia por meio de mecanismos estruturais que escapam a
percepcao cotidiana, reforcando a serviddo tecnoldgica ao naturalizar
dependéncias que restringem a autonomia e a autodeterminacdo das sociedades.

4. Perda da Imaginagdo Existencial — entre algoritmos e desejos

4.1 Colonizag¢do do Futuro

A técnica, ao estender sua logica de eficacia e previsibilidade, exerce uma
colonizacdo do futuro, transformando potenciais de imaginacdo e criacdo em
projecbes de eficiéncia técnica e mercadolégica. O futuro, antes aberto a
alternativas plurais, passa a ser delimitado por cenarios estruturados por
algoritmos, modelos de negdcios e tendéncias de mercado, criando uma
antecipacao controlada das possibilidades humanas (Jonas, 2006).

Esta colonizacdo ocorre por meio de tecnologias de previsdo comportamental,
big data e inteligéncia artificial, que prometem antecipar comportamentos,
consumos e decisdes, transformando a incerteza em oportunidade de controle e
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lucro (Berry, 2025). Assim, as tecnologias ndao apenas oferecem solucdes para o
presente, mas moldam as expectativas de futuro, eliminando alternativas que nao
se alinham ao imperativo técnico ou ao mercado.

Langdon Winner (1986) observa que, ao definir caminhos técnicos como
inevitaveis, limitamos a imaginacdao politica e existencial, reduzindo nossa
capacidade de conceber futuros distintos. Essa restricao da imaginacao é perigosa,
pois fortalece a dependéncia de sistemas técnicos, impedindo a formulacdao de
modelos alternativos de convivéncia, sustentabilidade e justica social,
condicionando as sociedades a aceitarem a técnica como destino.

4.2 Heteronomia Algoritmica

A heteronomia algoritmica representa a internalizacdao de normas e padrdes
impostos por sistemas automatizados de curadoria, recomendacao e gestao da
vida cotidiana, transformando preferéncias e desejos individuais em reflexos de
algoritmos opacos (Berry, 2025; Grumbach et al.,, 2024). Plataformas digitais
utilizam algoritmos para analisar comportamentos, prever desejos e oferecer
conteldos personalizados, criando um ciclo de retroalimentacdo que limita a
autonomia de escolha e molda os desejos de acordo com os interesses de
mercado, conforme abordado no item 2.4.

A curadoria algoritmica vai além da selecdo de conteldos: ela define quais
discursos circulam, quais produtos sdao recomendados, quais relacionamentos sao
promovidos, criando ambientes de bolha e limitando a diversidade de experiéncias
culturais e cognitivas (Feenberg, 2002). Este processo configura uma nova forma de
heteronomia, onde a liberdade de escolha é substituida pela selecao automatizada,
enquanto a ilusdao de personalizacdo oculta os mecanismos de controle
subjacentes, podendo, inclusive, levar a censura digital.

A heteronomia algoritmica representa, portanto, uma perda da imaginacdo
existencial, pois os individuos deixam de exercer reflexdo critica e criatividade na
formulacao de suas preferéncias e decisdes, sendo guiados por sistemas que
priorizam a eficiéncia econdbmica e o engajamento continuo (Winner, 1986).

4.3 Corpo como Interface

Com o avanco de dispositivos vestiveis, sensores biométricos e interfaces
neurais, o corpo humano se converte em interface de coleta e processamento de
dados, transformando experiéncias corporais em métricas, graficos e insumos para
algoritmos de gestdao da saude, produtividade e comportamento (Ellul, 1954). Este
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fendmeno revela o imperativo técnico de converter todos os aspectos da vida em
dados quantificaveis, submetendo o corpo humano a légica da mensuracdo e
controle (Figura 9).

Figura 9 — Coleta de dados do corpo humano.

W
\8_.
~ Temperatura&
Gllcose 7
a P(N Respiracdo

y
!

Posicéo
.
Hidratacédo

Mowmento

Presséo

Fonte: Adaptado de IOT Worlds (2018).

Plataformas de saude e fitness promovem a auto-quantificacdo como
caminho para o bem-estar e a eficiéncia, incentivando o monitoramento constante
de sono, batimentos cardiacos, calorias e atividades fisicas. Essa vigilancia
voluntaria cria novas formas de disciplina, onde os individuos passam a internalizar
métricas de desempenho e a avaliar suas vidas sob os parametros da técnica
(Postman, 1993).

Ao transformar o corpo em interface, a técnica redefine a relacdao dos
individuos consigo mesmos, alterando os sentidos de saude, estética e
produtividade, e convertendo experiéncias subjetivas em dados comparaveis e
controlaveis. Esse processo reduz a pluralidade de significados existenciais,
substituindo a vivéncia plena pela administracao técnica do corpo, contribuindo
para a perda da imaginacdo existencial.

4.4 Arte e Contracultura Tecnoldgica

Apesar do avanco do imperativo técnico, a arte e as praticas contraculturais
emergem como espacos de resisténcia e recuperacao da imaginacgao existencial. A
arte possui a capacidade de questionar os paradigmas impostos pela técnica, de
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criar mundos alternativos e de revelar as contradi¢cbes dos sistemas técnicos,
abrindo fissuras no determinismo tecnolégico (Benjamin, 1983).

A contracultura tecnoldgica manifesta-se em movimentos de arte digital,
hacktivismo e praticas de codigo aberto (Figura 10), que subvertem os usos
estabelecidos da tecnologia, criando espacos de experimentacao e liberdade
(Feenberg, 2002). Essas praticas desafiam a ldégica da eficiéncia e da
mercantilizacdao, propondo novos modos de relagdo com a técnica e com a
sociedade.

Figura 10 — Técnica mista de fotografias e graficos digitais.

Fonte: HeavyM Blog (2025).

Walter Benjamin (1983) destaca que a arte, ao utilizar as tecnologias de
reproducdo de forma critica, pode reconfigurar a percepcao coletiva e questionar
os regimes de poder. A performance, a arte urbana, as instalagdes interativas e as
intervencdes digitais tornam-se instrumentos de reflexdo sobre a condicdo técnica
contemporanea, estimulando a imaginacdo e a criatividade como formas de
resisténcia a homogeneizacao imposta pelos sistemas técnicos.

Portanto, a arte e a contracultura tecnoldgica s3ao essenciais para a
preservacao da imaginacao existencial, permitindo aos individuos e coletividades
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vislumbrar futuros alternativos e recuperar a capacidade de acdo critica em um
mundo dominado pelo imperativo técnico.

5. Etica da Responsabilidade e Governanga Democrética

5.1 Principios Basilares

A ética da responsabilidade, proposta por Hans Jonas (2006), contrapde-se ao
imperativo tecnoldgico e ao determinismo técnico, exigindo a consideragao dos
impactos de longo prazo das acdes técnicas, dado o poder ampliado da tecnologia
de afetar a biosfera e geracles futuras de forma irreversivel. Seus principios
envolvem prudéncia, precaucao e a ampliacdo do horizonte moral para incluir o
ambiente e os futuros habitantes do planeta (JONAS, 2006). Diferindo da moral
tradicional focada no presente, exige que inovacdes sejam avaliadas quanto aos
seus potenciais impactos na vida e na integridade do planeta.

Essa ética se opde a moral da eficacia, afirmando que a possibilidade técnica
nao implica obrigatoriedade moral ou social. O “poder-fazer” da técnica deve ser
subordinado ao “dever-fazer” ético, preservando dignidade, justica e cuidado com
o futuro, e recolocando a técnica como meio, e ndao como fim ultimo da agao
humana.

5.2 Modelos Deliberativos

A superacao da serviddo tecnoldgica também passa pela adocdo de modelos
deliberativos de governangca, nos quais decisGes técnicas sejam debatidas
publicamente e tomadas com participacdo democratica. Andrew Feenberg (2002)
defende que a tecnologia deve ser politizada, abrindo espaco para que atores
sociais intervenham nos processos de design e implementacdo técnica, rompendo
a opacidade que frequentemente caracteriza decisdes técnicas de grande impacto.

Modelos deliberativos incorporam principios como inclusdo, transparéncia,
pluralidade de perspectivas e deliberacdo publica, permitindo que as inovacdes
técnicas sejam avaliadas de forma participativa, considerando ndo apenas critérios
de eficiéncia, mas também de justica social, sustentabilidade e respeito aos direitos
humanos. Essa abordagem fortalece a legitimidade das decisdes técnicas,
rompendo a légica tecnocratica que naturaliza o imperativo técnico como Unico
caminho possivel.

Um exemplo pratico é a criacdo de conselhos publicos para avaliar impactos
de tecnologias de vigilancia e algoritmos em politicas publicas, onde especialistas,
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sociedade civil e governo dialogam para definir os limites éticos e praticos da
adocdo de sistemas tecnoldgicos. Tais espacos de deliberagdao sao fundamentais
para democratizar o processo de tomada de decisdes técnicas, transformando a
técnica em uma arena de disputa democratica (Winner, 1986).

5.3 Transparéncia Algoritmica

A transparéncia algoritmica é elemento essencial na governanga democratica
das tecnologias contemporaneas. Diante da opacidade dos sistemas de decisao
automatizada, torna-se necessario garantir que algoritmos utilizados em politicas
publicas, plataformas digitais e sistemas de gestao sejam auditaveis, explicaveis e
sujeitos a escrutinio publico (Silva; Gretschischkin, 2024).

A transparéncia algoritmica envolve ndo apenas a divulgacdo dos codigos, mas
também a explicitacdo dos critérios utilizados nos modelos, dos dados empregados
e dos impactos de sua aplicacdo. Isso permite identificar vieses, discriminacdes e
desigualdades reproduzidas ou amplificadas pelos sistemas técnicos, possibilitando
correcOes antes que seus efeitos se consolidem em injusticas estruturais.

Langdon Winner (1986) destaca que a opacidade técnica é frequentemente
utilizada para consolidar relacdes de poder, sob a justificativa de complexidade ou
propriedade intelectual. Portanto, a exigéncia de transparéncia é uma medida de
democratizacdao e responsabilizacdo, transformando a técnica em objeto de
controle publico e garantindo que os sistemas técnicos operem em consonancia
com valores democraticos e de justica social.

A transparéncia também fortalece a confianca da sociedade em tecnologias
essenciais, permitindo que individuos e instituicdes compreendam e questionem
os impactos dos sistemas automatizados em suas vidas, rompendo a naturalizacao
da técnica como destino e reafirmando o principio de que o controle da técnica
deve permanecer subordinado a sociedade, e ndo o inverso.

6. Implicagdes e Recomendagdes — Educacao, Politica e Cultura

6.1 Educacdo Critica

A superacdao da serviddo tecnoldgica exige a promocdo de uma educacdo
critica, capaz de formar cidaddos conscientes do papel da técnica na sociedade e
aptos a questionar o imperativo tecnoldgico. Neil Postman (1993) argumenta que a
tecnopolitica transforma o espaco educacional em veiculo de transmissdo acritica
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de valores técnicos, obscurecendo a reflexao sobre os impactos da técnica nas
dimensdes éticas, politicas e culturais.

Nesse sentido, recomenda-se a inclusdo da filosofia da tecnologia e do
letramento digital critico nos curriculos escolares e universitarios, proporcionando
ferramentas conceituais e analiticas para que os estudantes compreendam como a
técnica molda seus desejos, escolhas e praticas cotidianas (Feenberg, 2002). Essa
educacado critica deve promover debates sobre algoritmos, vigilancia, privacidade e
impactos ambientais da tecnologia, capacitando os cidaddos a intervirem nos
processos técnicos com consciéncia de suas implicacdes sociais e existenciais.

Além disso, recomenda-se a adocdo de praticas pedagdgicas participativas e
experimentais, que integrem os estudantes no uso reflexivo e criativo das
tecnologias, transformando-os de consumidores passivos em sujeitos ativos na
producdo e no controle dos sistemas técnicos (Benjamin, 1983).

6.2 Politicas Pablicas

O enfrentamento do determinismo tecnoldgico também requer politicas
publicas orientadas pela ética da responsabilidade, integrando avaliagBes de
impacto social, ambiental e ético em todas as fases de implementacao de
tecnologias (Jonas, 2006). E necessario incorporar instrumentos de anélise de risco
e precaucao em processos de aquisicdo e adocdo de tecnologias no ambito
publico, evitando o lock-in tecnoldgico que limita alternativas e aumenta
dependéncias estruturais (Feenberg, 2002).

Recomenda-se a criacdo de conselhos de governanca tecnolégica, com
participacdo de especialistas, sociedade civil e representantes do setor publico,
para avaliar a implementacao de sistemas de vigilancia, plataformas educacionais,
algoritmos de politicas publicas e inovacdes tecnoldgicas em larga escala. Esses
conselhos podem deliberar sobre a pertinéncia, os limites éticos e os impactos das
tecnologias, assegurando que a técnica opere em conformidade com valores
democraticos e de justica social (Winner, 1986).

Além disso, a formulacdao de marcos regulatdorios sobre transparéncia
algoritmica e uso ético de dados deve ser prioridade, garantindo que os sistemas
de decisdo automatizada utilizados em politicas publicas sejam auditaveis,
explicaveis e corrigiveis, prevenindo a reproducdo de desigualdades e vieses
estruturais (Silva; Gretschischkin, 2024).
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6.3 Cultura e Artes

A preservagao da imaginagao existencial em um mundo tecnificado depende
do fortalecimento da cultura e das artes como espacos de resisténcia e reinvencgao.
A arte, ao subverter as logicas de eficiéncia e mercantilizagdo, oferece caminhos
alternativos de relagdo com a técnica, promovendo experiéncias estéticas que
desafiam o determinismo tecnoldgico e reabrem horizontes de possibilidades
(Benjamin, 1983).

Politicas publicas de fomento cultural devem priorizar iniciativas que utilizem
tecnologias de maneira critica, incentivando projetos de arte digital, arte urbana,
performances e intervencdes tecnoldgicas que provoquem reflexdo sobre os
impactos sociais e existenciais da técnica. Essas praticas ampliam o repertério
cultural e simbdlico das sociedades, fortalecendo a imaginacao coletiva e a
capacidade de projetar futuros alternativos.

Além disso, recomenda-se o incentivo a praticas de contracultura tecnoldgica,
como movimentos de software livre, hacktivismo e cultura “maker”, que
reapropriam a técnica em prol da autonomia individual e comunitaria, subvertendo
a logica proprietaria e centralizadora das grandes corporacdes tecnoldgicas
(Feenberg, 2002).

Em sintese, a cultura e as artes devem ser entendidas como dimensdes
estratégicas no enfrentamento da servidao tecnoldgica, pois atuam na esfera
simbolica e subjetiva, onde os desejos, valores e imaginarios sao formados e
disputados.

7. Sintese Conceitual

Este capitulo tem por objetivo integrar, de forma clara e analitica, os conceitos
desenvolvidos ao longo deste artigo, articulando suas definicdes, exemplos praticos
e implicacOes, além de apontar caminhos para sua aplicacdo em analises de caso,
pesquisas e debates educacionais.

Conforme foi abordado por todo este trabalho, a serviddao tecnoldgica se
manifesta por meio de trés eixos interligados: o determinismo tecnoldgico, que
postula a técnica como forca autbnoma estruturante da sociedade; o imperativo
tecnoldgico, que converte a possibilidade técnica em obrigatoriedade moral de
implementacdo; e a perda da imaginacao existencial, que limita os horizontes de
futuro a projecdes moldadas pela ldgica técnica.

Para enfrentar este quadro, propde-se a ética da responsabilidade e a
governanca democratica como vias de resisténcia e reorientacao do uso da técnica,
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mantendo a dignidade humana e a liberdade como critérios centrais de
organizacao social. As tabelas 2 e 3 estruturam este mapeamento:

Tabela 2 — Sintese Conceitual dos tépicos apresentados.

Categoria Definigdo Exemplo Pratico Implicagdes
L e Reducdo da
Determinis _ Eletrificacdo rural _
A tecnologia molda estruturas _ autonomia,
mo . _ no Brasil .
.. |sociais e valores culturais de criacao de
Tecnologic . alterando .
forma autébnoma. o .. |dependéncias
0 dindmicas sociais. ,
estruturais.
Implantacao de .
, Supressao de
Imperativo , _ , CRISPR e _ R
, . |0 que é tecnicamente possivel e , consideragdes
Tecnoldgic | . , algoritmos de .
eficaz deve ser realizado. R éticas em prol da
0 vigilancia em e
eficiéncia.
Shenzhen.
T . . Restricdo do
Perda da |A técnica limita a capacidade de |Algoritmos de ¢
. o | : . o pensamento
Imaginaca |imaginar futuros alternativos, recomendacgao "
: - . critico,
0 impondo sua logica ao desejo moldando .
, , conformacao de
Existencial |humano. consumo cultural. , .
desejos e acoes.
, . . . |AvaliacOes de .
.. Consideracgdo das consequéncias |, Priorizacao da
Etica da ) R impacto T
de longo prazo das inovagdes , prudéncia e da
Responsab| , . ambiental antes .
. técnicas para o planeta e _ . responsabilidade
ilidade . de inovacdes _ ,
geracOes futuras. . intergeracional.
técnicas.
Conselhos Ampliacdo da
Governang . . L .
Processo deliberativo e publicos de participacado
a D . . ~
, . [participativo na tomada de avaliacdo de cidada,
Democrati . . . N
decisGes sobre tecnologias. algoritmos em transparéncia e
ca e .
politicas. accountability.
Fonte: Elaborac¢do propria.
Tabela 3 — Aplicacdes Praticas por Area
Area Ac¢des Recomendadas Impacto Esperado
Educacdo |Insercdo de filosofia da Formacdo de cidadaos criticos e
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Area Acgbes Recomendadas Impacto Esperado

Critica tecnologia, ética algoritmica e aptos a questionar o imperativo
letramento critico nos curriculos. [técnico.

Criacdo de marcos regulatérios  |Reducdo de “lock-in” tecnolodgico,
para transparéncia algoritmica e |promocao de decisdes éticas e
governanca de tecnologias. democraticas.

Politicas
Publicas

Fomento a praticas artisticas e
Cultura e |contraculturais que questionem a
Artes técnica e proponham futuros
alternativos.

Manutencao da imaginagao
existencial, abertura de horizontes
de possibilidades.

Fonte: Elaboracdo propria.

As tabelas demonstram que a servidao tecnoldgica ndo é apenas uma questdo
de inovacdo técnica, mas envolve dimensdes culturais, éticas, politicas e
existenciais. Enfrentar este desafio implica:
« Reconhecer o carater estruturante da técnica na organizagao social.
« Questionar o imperativo técnico, reintroduzindo valores éticos nas decisdes
sobre inovacao.
o Resgatar a imaginagcao existencial como motor de futuros alternativos e
emancipatorios.
« Implementar uma governanga democratica e transparente, garantindo a
participacdo social e a responsabilidade no uso da técnica.
« Promover praticas educacionais e culturais que fortalecam a autonomia
critica frente a tecnologia.

8. Conclusdo

A serviddo tecnoldgica é um dos grandes desafios ético-politicos do século
XXI, articulando determinismo tecnoldgico, imperativo técnico e perda da
imaginacdo existencial. A técnica, de ferramenta que amplia capacidades, tornou-
se estrutura de poder, conformando comportamentos e futuros. O determinismo
tecnoldgico mostra como sistemas técnicos consolidados moldam a sociedade,
criando dependéncias que limitam autonomias, enquanto o imperativo técnico
transforma possibilidades em obrigacdes, deslocando o debate ético para a eficdcia
e obscurecendo justica e dignidade (JONAS, 2006). J& a perda da imaginacdo
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existencial empobrece simbolicamente, substituindo futuros alternativos por
projecOes guiadas por algoritmos.

Diante desse cenario, este artigo defendeu que a superacdao da servidao
tecnoldgica requer uma ética da responsabilidade, atenta aos impactos
intergeracionais, e modelos de governanga democratica que garantam participagao
cidada, rompendo a opacidade de sistemas automatizados. Foram propostas acdes
em trés frentes: (i) educacdo critica, com filosofia da tecnologia e letramento
algoritmico; (ii) politicas publicas que incorporem transparéncia e deliberacdo; e
(iii) fomento a arte e contracultura tecnoldgica, como resisténcia simbdlica e
preservacao da imaginacdo existencial.

O autor, um engenheiro eletronico de formacao, espera que esse trabalho
contribua para ampliar o debate sobre o papel da técnica, desnaturalizando sua
neutralidade e inevitabilidade e propondo caminhos para reorientar seu uso em
prol da dignidade, justica social e sustentabilidade, onde a critica filosofica a
serviddo tecnoldgica ndao busca demonizar a técnica, mas liberta-la de sua
autossuficiéncia, reinserindo-a no campo dos valores e da politica, para que sirva a
liberdade, pluralidade e, principalmente, ao bem comum.
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